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Binary Decision Diagrams
SHELDON B. AKERS, FELLOW, IEEE

Abstract-This paper describes a method for defining, analyzing,
testing, and implementing large digital functions by means of a
binary decision diagram. This diagram provides a complete, concise,
"implementation-free" description of the digital functions involved.
Methods are described for deriving these diagrams and examples are
given for a number of basic combinational and sequential devices.
Techniques are then outlined for using the diagrams to analyze the
functions involved, for test generation, and for obtaining various
implementations. It is shown that the diagrams are especially suited
for processing by a computer. Finally, methods are described for
introducing inversion and for directly "interconnecting" diagrams to
define still larger functions. An example of the carry look-ahead
adder is included.

Index Terms-Binary decision diagrams, digital functions, logical
analysis, logic diagrams, logic synthesis, test generation.

I. INTRODUCTION
Wl tITH THE ever increasing complexity of digital func-

tions and systems, the researcher who is charged with
their analysis, testing, and implementation is faced with a
very real "description" dilemma. On the one hand, he has at
his disposal a variety of sophisticated design languages
which can provide concise functional descriptions of the
device or system with which he is concerned. However, when
he attempts to use such descriptions in any sort of formal
analysis procedure, he typically discovers that their very
conciseness virtually precludes any detailed logical investi-
gation. On the other hand, when he turns to those descrip-
tions which are amenable to extensive analysis, he finds that
these take the form of truth tables, Boolean equations,
Karnaugh maps, etc.-all of which have the unpleasant
property of growing exponentially with the number of
variables involved. What he would like to have would be a
concise, "implementation-free" description which could still
yield meaningful results about the logical structure and
testing requirements of the function involved. This paper
will explore one possible approach to bridging this "descrip-
tion gap."
The general idea will be to define a digital function in

terms of a "diagram" which tells the user how to determine
the output value of the function by examining the values of
the inputs. We shall begin by describing these diagrams and
showing how they may be derived for various digital devices.
Techniques will then be described for using the diagrams to
analyze the functions involved, for test generation, and for
obtaining actual implementations. Finally, methods will be
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described for directly "interconnecting" diagrams to define
larger digital functions.

II. BINARY DECISION DIAGRAMS

Consider the switching function,

f= AvBC

and assume we are interested in defining a procedure for
determining the binary value offgiven the binary values of
A, B, and C. One way to do this would be to begin by looking
at the value of A. IfA = 1, thenf= 1 and we are finished. If
A = 0, we look at B. If B = 1, thenf= 0 and again we are
finished. Otherwise, we look at C and its value will be the
value off

Fig. 1 shows a simple diagram ofthis procedure. We enter
at the node indicated by the arrow and then simply proceed
downward through the diagram, noting at each node the
value of its variable and then taking the indicated branch.
When a 0 or 1 value is reached, this gives the value offand
the process ends.

Fig. 2 shows similar diagrams for some simple AND, OR,
and EXCLUSIVE-OR functions. In each case, the reader should
have little difficulty in confirming that the diagram does
indeed describe a procedure for finding the value of the
indicated function. We shall refer to these diagrams as binary
decision diagrams.'

Before examining some of the properties and uses ofthese
diagrams, let us look at how they may be derived. A number
of procedures are possible depending on the form in which-
the functionfis defined. If, for example, we are given nothing
more than the truth table for f, then a simple but possibly
cumbersome procedure is to construct a diagram such as
that shown in Fig. 3 which has a one-to-one correspondence
between the 2" rows of the table and the 2' paths to the
outputs of the diagram. These outputs may then be labeled
with the corresponding binary values off and the required
diagram automatically results. With n variables, there will
initially be 2n_ 1 nodes in such a diagram.2 There are,
however, several obvious ways in which this number can be
considerably reduced. Consider the diagram in Fig. 4(a)

'Strictly speaking, all paths through the diagram terminate at a single
0-node or a single 1-node (as with the EXCLUSIVE-OR diagram). However, it
will be convenient to indicate this by simply terminating a branch with the
value of the terminal node to which it is directed. It will be understood
that all branches are directed downward.

2 The reader may recognize the diagram of Fig 3 as a binary decision
tree [3]. While these diagrams do share many of the same properties as
these trees, they differ in the important aspect that a node in a diagram
may have a number of branches directed into it (rather than just one).
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f = A v BC
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Fig. 1. Diagram for A v BC.
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Fig. 3. Deriving a diagram from a truth table.
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Fig. 2. Some 3-variable diagrams.
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Fig. 4. Simplifying a diagram.

which results from the truth table for f= ABC v AC. We
note that the value offobtained at the leftmost C-node is 0
regardless of the value ofC. Accordingly, we can remove this
node and replace it by 0. Likewise, the two rightmost
C-nodes are identical in the sense that they lead to identical
output values, so we can combine them into a single node.
The result is Fig. 4(b). But now we note that the rightmost
B-node is superfluous, since both of its branches go to the
same node. Thus, we can remove it to obtain the simplified
diagram of Fig. 4(c). (We shall return to this diagram in
Section VI to show that even further simplification is
possible.)

Normally, switching functions are specified in more com-
pact forms than that afforded by the truth table with its 2'
values. One of the most common is as a Boolean expression.
In this case, a "top-down" procedure can be used to derive
the diagram by repeated applications of the classical Shan-
non expansion formula:

f(A, B, C, .)= Af(1, B, C, )vAf(O, B, C,

Fig. 5 shows this procedure for the 5-variable function,

f= B(ACvCE)vE(ABvBD).

We begin by setting A = 0 infto obtain the functionfo which
must be realized below the A = 0 branch. We then do the
same for A = 1 to obtainf1 as shown in Fig. 5(a). Now the
process is repeated for variable B to obtain the four func-
tions in Fig. 5(b). Now we may note that two ofthe branches
lead to the same function (DE) so these may be directed to
the same node. [See Fig. 5(cf.] We continue in this fashion-
merging identical subfunctions, and then expanding each
about one of its remaining variables-until all paths have
terminated with a 0 or 1. Clearly, all paths will terminate in
at most n steps.
Note that in the process of deriving this diagram we have

actually obtained the diagrams for a number offunctions. If,
for example, we enter the diagram of Fig. 5(d) at the node

indicated byfo, we will exit with the value off0. Ifwe enter at
thef1-node, we will exit with the value off,, etc. Thus, we can

use a single diagram to specify a number of functions
depending on the node at which we enter the diagram. If, in
fact, we had initially wanted to derive a diagram for the two
functions,fo and f1, we would have followed the same steps
described above, beginning at Fig. 5(b) and ending with the
diagram of Fig. 5(d) (with the A-node missing). Thus, this
same procedure can be used to derive a diagram for an

arbitrary number of functions.
Fig. 6 shows the diagrams for some common combina-

tional functions derived by these procedures.3 The general-
ization to larger numbers of variables for functions such as

the multiplexers or the majority and parity functions should
be obvious. In general, an n-input parallel-to-serial multi-
plexer will have a diagram with n - 1 nodes; the n-output
serial-to-parallel multiplexer will have 2(n - 1). Fig. 7 shows
the diagrams for the next-state equations for several
common sequential devices. All of these equations are for
edge-triggered devices. While it can be shown that in the
worst case the number of nodes in a diagram of n variables
can be 0(2"/n), for almost all common digital devices this
number grows linearly with n.

Before turning to some ofthe uses ofthese diagrams, let us
look at how they may be stored and processed by a digital
computer. Fig. 8 shows the diagram for the eight variable
function,

f= M(AB, C, DEvDF) 3 (GvH)
where M denotes the 3-variable majority function.

In order to completely define this diagram in a computer,

3 The notation and equations used in this figure and in Fig. 7 are taken
from [4] where the reader may find formal descriptions of the devices
involved. Where a path terminates at a variable, this simply indicates that
the value of the function will be the value of that variable. We shall refer to
these variables as exit variables.

(c)
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Fig. 5. Deriving a diagram by expansion.
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Fig. 7. Diagrams for some common sequential devices.
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Fig. 6. Diagrams for some common combinational functions.

it is merely necessary to store for each node the binary
variable involved plus "pointers" to the two nodes to which
its 0 and 1 branches are directed. Thus, if we assign the 9
nodes in Fig. 8 to locations a, b, c, , i as shown, then the
diagram may be completely specified by simply storing an

ordered "triple" at each location as shown in the list in Fig. 8.
Procedures such as those to be described become quite
simple with such lists since they merely involve manipula-
tion of appropriate "pointers."

1 H 0 H

Fig. 8. An 8-variable diagram with its list of triples.

III. ANALYZING A DIAGRAM

Since a diagram is intended to provide a convenient
means of finding the output ofone or more functions for any
given input, let us now examine a diagram in the presence of
one such input. Fig. 9 shows the diagram of Fig. 8 in the
presence ofthe 8-bit input 00110100. The darkened branches
correspond to these input values and thus indicate the
"'active" branch out of each node. We shall refer to such a

diagram as an activated diagram. It is a simple matter to
start at thef-node and follow down the path defined by the
activated branches to determine that for this input the value
of the function would be 0.
Now several interesting facts may be noted. Since each

node has two output branches and since one and only one of
these is activated for a given input, it follows that for any

f = B(AC v CE) v E(AB v BD)

0 1

f = B(C v E) v E(B v D) f1 = BCE vBDE

(a)

A

(DE)\ 1

D C C
0 1 1

0 E E 1 E 0
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A B C D E F G H
0 0 1 1 0 1 0 0

Fig. 9. Diagram activated by 00110100.

input exactly half of the branches in adiagram are activated.
Moreover, since each node has one and only one active
output branch, it follows that from every node there is one
and only one active path to an output value ofO or 1. This is an
important property of these activated diagrams which will
prove quite useful in what follows.
Note also that while any input induces an active path from

each node to an output value 1D it does not always follow that
for any path from a node to a there exists an input which
activates it. This is for the simple reason that the same

variable may be involved twice in the path-once with a

branch value of 1 and once with 0. On the other hand, any

path which does not have this property (i.e., both a V = 0
and a V = 1 branch) can be activated by simply setting the
variables involved to their indicated values. We shall call
such a path a feasible path. Diagrams which are derived
using the truth table or expansion procedures can be shown
to automatically have this property, and in others it is a

simple matter of path tracing to check for its existence.
Now let us look at how we can use a diagram to determine

various logical properties of the function(s) which it repre-

sents. It is easily seen that in Fig. 8 there are no paths
containing nodes with the same variable and hence that all
paths in the diagram are feasible. This means that if we
arbitrarily trace out a path from thef-node to (say) a 1 then
we have automatically found a set of input variable values
for which the function will be 1 regardless ofthe values ofthe
other variables. Assume, for example, that we choose the
leftmost path in the diagram of Fig. 8 exiting to 1 at the
G = 0 branch. We now know that any input with
A = C = G = 0 will cause f to be 1. In other words, that
ACG is an implicant off. From this it follows that ifwe trace
out all possible paths from f to a 1, we will automatically
generate a sum-of-products form forfJ4 (Conversely, tracing
out all paths to 0's will yield a product-of-sums form.)

4 For the readers who are concerned with methods for finding abso-
lutely minimal 2-level forms for a function, we hasten to point out that the
implicants obtained are not necessarily prime implicants. However, they
are collectively disjoint and essential ir. the sense that each minterm is
covered by one and only one such implicant.

Unless we have a burning desire to actually see a sum-of-
products form forf, tracing out all paths is not a particularly
rewarding task since the number of such paths (products)
may well become quite large (e.g., 2n- ' for the n-bit parity
function). What we can do with very little effort is to
determine the exact number of such paths. This is easily
accomplished by a branch labeling procedure. We begin
with thef-node and assign each ofits branches a 1 indicating
that we have found 1 path containing that branch. (See Fig.
10.) We now look for a node having numbers on all of its
input branches. (A well-known property of directed acycic
graphs [2] insures that this will always be so.)We add up the
numbers on its input branches and assign this number to
both of its output branches, thus giving the total number of
paths fromf which pass through each such branch. In this
case, we would assign a I to each branch out ofB. Now C has
a 1 on both its input branches so we assign 2 to its output
branches. Continuing in this way, we end up with all
branches labeled as shown in Fig. 10. Now we have only to
add up the numbers on the terminal 1-branches to determine
that there exists a sum-of-products form forfwith exactly 23
product terms. Likewise, the terminal 0-branch numbers
indicate a product-of-sums form with 22 sum terms.

Similar procedures may be used to count the number of
literals in these two-level forms or, if desired, to count the
exact number of min- and max-terms in the function. Thus,
we can very easily obtain meaningful information about the
two-level and min- and max-term forms of a large function
without resorting to the often horrendous task of actually
generating such forms.

IV. TEST GENERATION

Another area in which these diagrams can be particularly
useful is that of test generation, i.e., finding a set of inputs
which can be used to confirm that a given implementation
performs correctly. Since the diagram provides only a
functional description of the device or devices involved, it
would certainly be overly optimistic to expect that we can
use it to find a set of tests which will automatically provide
complete fault coverage for all implementations. (In fact,
given any possible test it is always possible to come up with a
contrived implementation in which only that test will detect
certain faults.)
On the other hand, ifwe generate a set of tests which fully

"exercises" all of the various nodes and branches of the
diagram, then certainly it would not be unreasonable to
expect that this same set will likewise be quite useful for
testing almost any reasonable implementation. Also, as we
shall see in the next section, there exists a variety of
implementations in which the diagram tests have a one-to-
one correspondence with tests of the implementation. How
then can we generate a set of tests for fully "exercising" a
given diagram?
For smaller devices, one obvious choice is to generate a set

of tests which will collectively activate all 0- and 1-paths
through the diagram. (Using procedures such as those
described in the previo-us section, we can initially check to
insure that the number of such tests will not be prohibitively
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large.) These, in turn, will not only constitute test sets for
two-level sum-of-products and product-of-sums realiza-
tions of the device, but they will also constitute "universal
test sets" for various "AND-OR" implementations (see [5] and
[6]).
For larger devices where this number of tests becomes

unmanageable, a useful alternative is to look for sets oftests
which induce "sensitized paths" [7] between the various
inputs and outputs of the device. Again, the diagram affords
a convenient means for quickly and systematically carrying
out such a procedure. It is a simple matter ofpath tracing, for
example, to determine that the input shown in Fig. 9 would
serve as a test (detectable atf ) for variables C, D, and F s-a-O
and for variable G s-a-i.
A more comprehensive test set can be obtained by

postulating various "diagram faults" analogous to the
"sstuck-at" faults in an actual implementation and then
generating tests for discovering each of these faults. (The
input of Fig. 9, for example, would detect "s-a-I faults" on all
of the branches along the activated path beginning at the
f-node.) Again, such a procedure will insure that the device is
systematically put through a variety of different modes of
logical operation.
A discussion of precise methods for generating test sets

under these various conditions would take us far beyond the
scope (and permitted length) of this paper. Let it suffice to
say that the reader who has labored through test generation
procedures for logic networks will find it a far more simple
and straightforward task. In particular, he will find that
standard techniques and results in the literature, such as
path tracing [3] and the Max Cut/Min Flow theorem [1], can
greatly enhance the process. Instead, we shall now look at
how actual implementations ofa device may be derived from
the diagram and thus directly related to the generated tests.

V. IMPLEMENTING A DIAGRAM

Assume we are given the diagram for a digital functionf
and we wish to construct a logic network which will perform
precisely as indicated by the diagram. If the entry node forf
has node variable V, and its 0- and 1-branches are directed to
entry nodes for functions g and h, respectively, then it follows
that the logical value off will be

f= Vgv Vh = (Vvg)(V vh).

Thus, if g and h are implemented, thenfcan be implemented
by a single "1 out of 2" selector having V, g, and h as inputs.
Accordingly, to implement any diagram, we simply replace
each node by a "1 out of 2" selector with the resulting inputs
and outputs connected just as indicated by the diagram. Fig.
11 illustrates this implementation for the diagram of Fig. 8.
(The small dot on each logic element distinguishes the
g-input from the h-.) Note that the logic signals now flow
upward through the resulting implementation.

Clearly, a variety of such structures is possible depending
on the technology involved. (Some elements may often be
realized more simply than others because constant inputs
are involved or because the particular input variable in-

1 0 0 1
8 8 7 7

SUM OF PRODUCTS: 8 + 8 + 7 = 23

PRODUCT OF SUMS: 8 + 7 + 7 = 22

Fig. 10. Counting products and sums.

Vg v Vh - (V v g)(V v h)

ItV
g v hg h

Fig. 11. Implementing a diagram.

volved is unate.) What is ofimmediate interest is the fact that
there is a one-to-one correspondence between postulated
faults in the diagram and the stuck-at faults on the inputs
and interconnecting leads in the implementation.

Consider again the input used to activate the diagram in
Fig. 9. If this same input is applied to the implementation of
Fig. 11, it automatically sets the "1 out of 2" selectors as
shown in Fig. 12. Now it can be seen that for every active
path from a node to an output value 0 in Fig. 9 there now
exists a sensitized path in Fig. 12 from that +-value to the
output of the logic element at that node. In other words,
there is a one-to-one correspondence between the (down-
ward) active paths in the diagram and the (upward) sen-
sitized paths in the implementation.

In particular, this means that for each of the five branch
s-a-1 faults which would be detected in the diagram there
exists a corresponding lead s-a-1 fault which will be detected
in the implementation. Likewise, there is a direct correspon-
dence between the four detectable node "stuck-at" faults in
the diagram and "stuck-at" faults on the corresponding
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Vg v Vh = (V V g)(V v h)
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Fig. 12. Testing an implementation.

inputs in the implementation. (Checks in Fig. 12 indicate
nine lead and input faults which would be tested in this case.)

VI. INVERTERS AND INTERCONNECTIONS
The process of designing large digital systems is typically

one of interconnecting smaller devices, such as flip-flops,
registers, multiplexers, etc., in such a way that the resulting
system has the required performance characteristics.
Normally, these devices are interconnected directly to each
other with various inverters being inserted as needed. Ac-
cordingly, we shall conclude this paper by showing, first,
how inversion may be introduced into the diagram process
and, second, how various diagrams may then be directly
"interconnected." These techniques will then be used to
derive the diagram for a 4-bit carry look-ahead adder.
A simple way to introduce inversion into the diagram

process is to allow for the insertion of a small dot (or
inverter) on the entry branch to a node with the understand-
ing that whenever such a dot is encountered, the user will
automatically complement the binary value which he ulti-
mately obtains. (See Fig. 13.) During the process of follow-
ing the branches of an activated diagram, he may encounter
a number of such dots, but he need only keep track of
whether this number is odd or even in order to decide
whether or not to complement the final value.
The use of such inverters can reduce still further the

number of nodes required in the diagrams. Fig. 13(c) shows,
for example, how the function,X Gf,may be represented by
simply inserting a single node ahead of the diagram forf (In
these and subsequent diagrams, it will be understood that
unless otherwise indicated the left and right exit branches
from a node correspond to 0- and 1-values, respectively.)
Now, the n-bit parity function may be represented by just
n - 1 nodes (Fig. 13(d)] and other diagrams, such as that
derived in Fig. 4, may be similarly simplified [Fig. 13(e) and
(f)] by inserting appropriate inverters.

In all of the diagrams discussed thus far, we have assumed
that the variables within the nodes were primary input
variables. However, there is no reason that we cannot permit
the node variable to itself be a subfunction (say, g) having its
own diagram. In this case, the user who encounters this node
would proceed to the diagram for g, determine the value of g,

(d) (e) (f)

Fig. 13. Diagrams with inverters.

and then return to the original node and take the indicated
branch. This, of course, complicates the path tracing process
but, as we shall see, is more than offset by the ease with which
the resulting diagrams may now be manipulated.
To illustrate this process, consider the following equa-

tions defining the operation ofa full carry adder in terms ofa
subfunction (Ai (D Bi):

Cj+j = EiCivE0Ai
Si= Ei Ci

where

Ei= AieBi.
Fig. 14 shows the diagrams for these three equations

(together with the three "triples" which define their opera-
tion). Now, if the user wanted the value of Ci + 1 when all the
primary inputs were 1, he would enter at the Ci+1 node
where he would be directed to the Ei node. Here, he would
traverse the Ei diagram to obtain 0 as the value of Ei. He
would then return to the Ci + I node and take the 0-branch,
exiting with Ci + 1 = Ai = 1.
The primary advantage of allowing the node variables to

refer to other subfunctions is the ease with which diagrams
may then be interconnected. To see this, consider the two
devices shown in Fig. 15(a) and (b) having diagrams, D1 and
D2, respectively.
Assume that we wish to interconnect these two devices as

shown in Fig. 15(c). How can we obtain a diagram D3 which
describes the operation of this new device? All that is
necessary is to simply replace each variable, V in D 1, by g, the
output which drives it. If g is complemented, then V is
replaced by g. Thus, in D1, we would replace B by g 1, C by g2,
D by g3, and E by g3.
With exit variables (such as D and E in Dj), direct the

branches into these variables directly to the corresponding
g's, inserting inverters as required. Fig. 15(c) shows the
diagram D3 which results from these operations.
Now let us use these procedures to derive the diagram for

a 4-bit adder, i.e., a device having two 4-bit input words,
A3- A2- A1 - AO and B3 - B2- B1- Bo, plus a carry
bit, CIN, whose output is their binary sum, S4 - S3 - S2-
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Fig. 14. Full adder diagram.
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Fig. 16. Diagram for ripple through adder.
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(c) z

Fig. 15. Interconnecting two diagrams.

Sl - SO. (S4 is normally denoted as COUT-) To do this, we
simply make four copies of the full adder of Fig. 14 and then
interconnect them as described above. The result is the
"ripple-thru" adder of Fig. 16. Note that, in general, an n-bit
"ripple-thru" adder requires just 3n nodes.

In order to make this device into a carry look-ahead
adder, it is necessary to generate two additional functions, G
and P, which are used exclusively for generating the carry bit
COUT. The functions, G and P, can be defined as those which
result when CIN is set to 0 and 1, respectively, in the function
for COUT. Thus, to obtain the diagram for G, we take the
diagram for COUT in Fig. 16, prune off the S's since they do
not affect COUT, and set CIN = 0. Likewise, P is obtained by
repeating the process and setting CIN= 1. Finally, the
diagram for COUT is obtained by inserting CIN as shown in
Fig. 17, and the full diagram for the 4-bit carry look-ahead
adder results.5 (Note that the COUTnode is removed from the
ripple-thru adder since it is now generated separately.)
The extension of this diagram to any number of bits

'The G and P functions used here are those which result when COUT is
"expanded" about CIN. For a discussion of carry look-ahead logic and
other ways of defining G and P, see [8].

A3 B3 A2 B2 Al B1 Ao B _

G

~CIN COUT
p

S3 S2 S1 S0

Fig. 17. A 4-bit adder with carry look-ahead.

should be obvious. In general, 5n nodes will be required.
This is in contrast to the truth table for such a device which
would require (n + 3) 22n + 1 bits.

VII. CONCLUSION

Our primary goal in this paper has been to present a
"testimonial" to the potential usefulness of binary decision
diagrams for defining, analyzing, testing, and implementing
large digital functions and systems. With this in mind, we
have tried to emphasize the breadth of their applicability
rather than dwelling on precise methods for exploiting this
usefulness. We shall conclude, therefore, with some
questions which the interested reader may wish to explore.
How can the various methods for deriving these diagrams

be modified and extended so that a minimal (or near
minimal) number of nodes results? In the procedures of
Section II, for example, we blindly processed the input
variables in alphabetical order. Clearly, other orders and
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techniques would lead to different and often simpler
diagrams.
What are some useful ways in which these diagrams can

and should be generalized? One possibility is to allow for
' DON T CARE'S" or DON'T KNOW's by simply including 'X"
as a third terminal value.
How can the diagrams be used for various synthesis

procedures? We have seen (in Section III) that path tracing
can yield a many gate, two-level form while a direct substitu-
tion method, such as that in Section V, tends to result in few
gates but many levels.
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Efficiency of Random Compact Testing
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Abstract-Random compact testing uses random inputs to test
digital circuits. Fault detection can be achieved by comparing some
statistic of the circuit under test, e.g., the frequency of logic ones at an
output, with the value of that statistic previously determined for the
fault-free circuit. In this paper, we show that random compact testing
can efficiently detect failures in both combinational and sequential
circuits. Although this testing method cannot guarantee detection of
all faults, it provides a simple way to detect the vast majority of
failures in most circuits. The effects of failures inside combinational
circuits are modeled in relation to the statistical property measured
by the test and a general evaluation of the testing efficiency is
obtained. The probability of detection is shown to increase with the
test length and to be dependent upon test parameters such as the
statistics of the input sequence. For sequential circuits, the uncer-
tainty of the initial state necessitates an initialization step, which is a
long sequence of random inputs. The length of such an initialization
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sequence is circuit dependent, but for most circuits, proper initializa-
tion can be achieved in a few seconds. Most failures inside the
memory elements are easily detected, even with short tests. Random
compact testing can also detect most of the failures inside the
excitation logic and the output circuitry. There, as for combinational
circuits, its efficiency is largely dependent upon the test length. Some
of the requirements and tradeoffs to achieve efficient detection are
presented.

Index Terms-Combinational digital circuits, compact testing of
digital circuits, random testing of digital circuits, sequential
digital circuits.

I. INTRODUCTION

THE INCREASING complexity of digital circuits has
Tmade the testing problem extremely difficult. Deter-
ministic methods for test generation (D-Algorithm [1], [2],
Boolean difference [3], Poage's method [4]) become prohibi-
tively expensive for large circuits. The number of multiple
stuck-at faults increases exponentially with the number of
gates. For large LSI chips, like microprocessors, the amount
of computation required to generate a vector test set that
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